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Abstract. Thedevelopmentof openmultiagentsystemgpresupposesot only a stan-
dard Agent CommunicatiorLanguageand commoncorversationprotocols,but also
somekind of social framewvork within which agentinteractionscan be carriedout.

To accountfor sucha socialframewvork we proposea suitableconstruct thatwe call

aninstitution,imposingrole-dependerauthorization@ndinteractionruleson groups
of agentsIn particular we introducea Core Institution to setthe conditionsfor the
manipulationof social commitmentswhich we take asthe fundamentahotion for

modelingcommunicatve interactionsn a multiagentsystemWithin the Corelnstitu-

tion we defineabasiclibrary of communicatie acts.We thensuggesthatinstitutions
canbe employed to model corversationakules and specialinteractionframenorks,
like thosethatarenecessaryo develope-tusinesapplications.

1 Intr oduction

The developmentof genuinelyopenmultiagentsystemss oneof the maingoalsin thefield
of autonomousgents As partof this enterprisemary efforts have beenandaredevotedto
the definition of a standardAgentCommunicatiorianguagg ACL) andof standardccorver-
sationprotocols.Sofar, two ACLs have beenwidely discussedn the literature:KQML [8]
andFIPA ACL [9]. Defining a standardACL is a demandingask, becauset is not just a
matterof choosinganappropriatesyntax,anefficient codingsystemanda collectionof suit-
ableterminologies As communicationis a complex processnvolving individual andsocial
aspect®f thecommunicators’life,” an ACL mustbeembeddedhn arich conceptuaframe-
work, ableto accounfor all relevantaspect®f agentinteraction.To putit in differentwords,
anACL hasto beco-designedvith someform of agentsociety We still do notknow exactly
what agentsocietiesaregoing to be like. We do know, however, that we wantagentsto act
asrepresentatiesof humanindividualsandorganizationsn a variety of scenariosinclud-
ing informationexchangesand e businesdransactionsMany computerscientiststherefore
assumeeitherexplicitly or implicitly, thatanagentsocietywill reflectatleastsomeaspects
of humanorganization.

If this standpoinis correct,it follows thatan ACL canonly be developedwithin a con-
ceptualframework that accountdor the basicelementsof social structure— at leastthose



elementsthat are likely to be essentialin the world of artificial agents.In this paper we
reportaboutour ongoingwork in this direction.In particular in Section2 we suggesthat
communicatve actsshouldberegardedasinstitutionalactions.In Section3 we definecom-
mitmentas the main institutional concepton which to basea treatmentof communicatie
acts.In Sectiond we introducethe Corelnstitution(i.e., the systemof socialrulesthatallows
agentsto performgeneralpurpose applicationindependentommunicatre acts),andthen
specifyalibrary of CoreCommunicatre Acts. In Section5 we introducespecialinstitutions,
andshowv how theseboth regulatethe useof Core Communicatie Acts andallow for new
typesof communicatie acts;we thenproposea generaktructurefor institutionsandsuggest
how institutionscan be actually representedin Section6 we briefly discusssomerelated
work. Finally, Section7 is devotedto someconcludingremarks.

2 Communicative actsasinstitutional actions

We view communicatie actsasa kind of institutionalactions,thatis, actionsthat are pos-
sible on the basisof a setof corventionsandregulations,andwhoseeffect s to bring about
aninstitutional effect [4]. More precisely a communicatie actis an actionrealizedasfol-
lows. An agent,the sendersendsa messagéo anotheragent,the recever. By doing so, if
certaincontectual conditionshold, the sendeperformsacommunicatre actaddressetb the
recever. The effect of sucha performancas to bring abouta numberof institutionalfacts.
The term "institutional fact” is to be understoodn oppositionto "natural fact”. A natural
factis a stateof affairsthat,in orderto hold, doesnot presupposary humancorvention:
think for instanceof the positionin spaceof a physicalobject,or of the air temperaturen a
room. Of course humancorventionsmay beinvolvedin therepresentationf a naturalfact
(think of the Fahrenheitand Celsiusscalesfor temperature)however, the factitself holds
independentlyof suchcorventions.On the contrary institutionalfactscanhold only thanks
to system=f humancorventions.As an example,considerthe corventionsandregulations
concerningheinstitutionof property:thatanagentownsanobjectis notanatural, humanin-
dependenttact. Our first working hypothesiss thatall communicatre actscanberegardedas
actionsby whichagentsnanipulatanstitutionalfacts.More preciselywe suggesthatacom-
municatve actbringsaboutaninstitutionalfactwhenit is performedn agivencontet by an
authorizedagent.Authorizationsjn turn, arein virtue of therole playedby the agentin the
relevantcontext. Giventhatan ACL is thetool by which agentgperformcommunicatve acts,
designingan ACL presupposean analysisof institutionsin termsof suchconceptsasroles
andauthorizationsCompaniesuniversities,marriageand propertyare examplesof institu-
tions within which humanbeingsinteractevery day Some,but not all, of theseinstitutions
will bereflectedn agentsocietiesin e-kusinessapplicationsfor example,theinstitution of
propertyohviously takesa centralposition. Our secondworking hypothesiss thatthereis
onebasic,primitiveinstitution,which we call the Corelnstitution,whichis alwayspartof the
contet of interaction andis exploitedby all otherinstitutions.The Corelnstitutionregulates
themostfundamentatype of institutionalfacts,thatis, (social)commitments.

3 Commitment

Recentlycommitmenhasbeenidentifiedby severalauthorsasafundamentahotionfor mod-
elingagentnteractionsn multiagentsystemsln severalscientificpaperg17,18,3,21,4,11]



commitmenthasbeenadoptedasthe key conceptfor definingcommunicatie acts.We con-
ceive of commitmentsas”institutional objects, thatis, asabstracbbjectsthatcanbecreated
andmanipulatedaccordingto a setof corventionalrules,on which thereis collective agree-
mentby a communityof agents.We believe that commitment,alsoin the caseof human
interactions,is a primitive social concept.In particular commitmentcannotbe definedin
termsof agentmentalstates.The function of commitments to stabilizesocialinteractions,
by makingthe behaior of agentspredictableto their partnersat leastto someextent. The
future behaior of autonomousutility-driven agentsrepresentinglifferentinterestscannot
be completelydeterminedrom the public, obsenable componentof an interaction.How-
ever, commitmentsonstrainfuture behaior in thatthe socialmanagemenf commitments
makesit rationalfor anagentto fulfill them,atleastin normalsituations We take the notion
of conditional commitments the basic primitive notion of our treatmentA (conditional)
commitmenthasfive maincomponents:

Debtor theagentthathasthecommitment.
Creditor theagentrelative to which acommitments made.

Condition astateof affairsthat”activates”thecommitmentf it becomesruewithin agiven
timeout

Content a stateof affairs to which the debtoris committedrelative to the creditor It may
have anassociatedeadlinewithin whichit oughtto becomerue.

State A commitmentcanbein oneof six possiblestatesunset cancelled pending active
fulfilled, andviolated A commitmentvhosestateis unsets alsocalleda precommitment

A commitmentwith states, debtorz, creditory, condition¢, andcontenty is described
by the statementCC'(s, z, y, ¢,%). A commitmentcan be createdand manipulatedby a set
of basicoperations Its stateevolvesalsoasan effect of ervironmentalevents A detailed
descriptionof the effectsof operationsandeventson commitmentss givenin [11]. Herewe
sketchthe essentiabspect®f our model.

Intuitively, thesix differentstatesof acommitmentorrespondo thefollowing situations:

unset the commitmenthasbeenproposedby its debtor its creditot or a third party) but it
hasnotyetbeenacceptedor refused,;

cancelled thecommitmentasbeenwithdrawn by its creditoror refusedby its debtor or the
timeoutof thecommitmenthasexpiredandthe conditionhasnot becomedrue;

pending thecommitmentasbeenacceptedut its conditionhasnot yetbecomerue;
active thecommitments conditionhasbecomeruebeforethe associatedimeout;
fulfilled thecontentof anactivecommitmentasbecomdruebeforetheassociatedeadline;

violated the deadlineof anactive commitmenthasexpired andthe contenthasnot become
true.

Commitmentsarecreatecandmanipulated¢hroughthe following basicoperations:
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Figurel: Thelifecycle of commitments.

Make commitment Theoperationnc(z, y, ¢, 1) createsanunsetcommitmentwith debtor
x, creditory, conditiong, andcontenty)), andreturnsareferenceo therepresentatioof
thecommitmentt creates.

Setcommitment The operationsc(c, s) setsto states the stateof the commitmentreferred
to by c.

After a commitmentis createdjts statetypically evolves,dueto further operationexe-
cutedonit andto externalevents.The lifecycle of a commitmentis shovn in Figure 1l (see
[11] for furtherdetails).

Basic operationsshould not be viewed as actionsto be directly performedby agents.
Rather they arelow-level primitivesusedto implementcommitmentmanipulation. Agents
can operateon commitmentsonly througha library of communicatre acts,in particular
throughthoseactsthataredefinedwithin the Corelnstitution (seenext section).

4 The Core Institution
4.1 InstitutionalRules

The Core Institution setsthe fundamentalkconditionsfor commitmentmanipulation.Such
conditionscanbe expressedsa setof authorizatiorrules:

Rule CI-1 ary agents authorizedo createanunsetcommitmentwith arbitrarydebtor cred-
itor, condition,andcontent.

Rule CI-2 the debtorof anunsetcommitmentis authorizedo setit to eithercancelledor
pending

Rule CI-3 the creditorof an unset,pendingor actve commitmentis authorizedo setit to
cancelled

It isfeasibleto assuméehatmoreruleswill haveto beaddedvhenoperationgor commitment
negotiationsareconsidered.

4.2 TheCore CommunicativéctLibrary

It is now possibleto definea library of communicatre acts,the Core Communicatie Act
Library, that canbe performedby usingthe basiccommitmentmanipulationoperationsn



suchaway thatthe authorizatiorrulesof the Corelnstitutionareobeyed. Below we definea
numberof CoreCommunicatie Acts. In our definitionswe usethe following metalinguistic
corventions:

¢ astatemenof theform Do(z, o) meanghatagentz performsactionq;

e an expressionof the form {ops; ...; op, } meansthatthe basicoperationsop,...op, are
executedn sequence;

o the’=4 ;' signmeanghatperformingthe actionrepresentedn the left-handsideis the
sameasperformingthe actionor executingthe operationgepresentedn the right-hand
side;

e astatemenbf theform’c «+ op’ meanghatoperationop returnsa referenceio a com-
mitmentwhich is assignedo variablec;

e a statemenbf the form "¢ «+ C(s,a,b, ¢,7)’ meansthat the referenceto an existing
commitmentof theform C(s, a, b, ¢, 1) is assignedo variablec.

Inform
DO(I, infm"m(y, ¢)) =def {C — mc(x, Yy, true, ¢)7 SC(Ca pendmg)}
Performingan act of informing amountsto makingthe unconditionalcommitmentthat the

contente of theinform actis true,andsettingit to pending The former operationis autho-
rizedby Rule CI-1; the latter, by Rule CI-2.

Request
A (conditional)requesis therequesto performanactionc if agivenconditiong obtains It
amountgo creatinganunsetcommitment:
DO(‘T’ Teque5t(y7 (ba Ck)) :def {mc(y, z, st DO(y, OJ))}

QueryRef

This is the requestof beinginformed aboutthe value of a term 7, possiblya definite de-
scription:

Do(z, queryRef(y,T)) =4ef Do(z, request(y, const = 7, inform(z, const = 1))).

Here const mustbe understoodas a metavariable standingfor an arbitrary constant.The
definitionsaysthattheaddressess requestedo inform the spealer thatconst = 7, for some
constantonst, underthe conditionthatactuallyconst = 7.

Querylf
Thisis therequesto beinformedaboutthetruth valueof a statement:

Do(z, queryl f(y, ¢)) =aes Do(z, queryRef(y, truthVal(¢))).

A functionaltermof theform truthVal(¢), whereg is a statementgdenoteghe currenttruth
valueof ¢.

Accept
Acceptinganunsetcommitmenimeanssettingits stateto pending



Do(z, accept(y, ¢, Do(z, ))) =aer {c < C(unset, z,y, ¢, Do(z, a)); sc(c, pending)}.
This actionis madepossibleby Rule CI-2, andsucceed®nly if a commitmentof the form
C(unset,y,x, ¢, Do(y, «)) currentlyexists.

Refuse

Refusinganunsetcommitmenimeanssettingits stateto cancelled

Do(z,refuse(y, ¢, Do(x, c))) =aes {c < C(unset,z,y, ¢, Do(z, )); sc(c, cancelled) }.
This actionis madepossibleby Rule CI-3, andsucceedsnly if acommitmentof the form
C(unset, z,y, ¢, Do(z, ) currentlyexists.

5 Speciallnstitution

The Corelnstitutionis sufficientto accounfor thosecommunicatre interactionsn whichall

commitmentaremadeby theagentghroughtheautonomougerformanc®f communicatie
acts.In mary interestingsituations,however, agentsinteractin a social contet that pre-
imposesa numberof furtherauthorization@ndduties.For example,in anelectronicauction
the auctioneeris obliged, just becauset is the auctioneerto acceptthe clients’ bids and
to assignthe productsaccordingto the auctions rules.On the otherhand,the auctioneeiis

alsoauthorizedo performa numberof auction-relatedctions(lik e openingandclosingan
auction,assigninga productto a client,andsoon) from which the clientsareprecludedOur
hypothesiss thatall this is possiblejust becauseauctionsare a specialkind of institution,
with own rulesthatestablistspecificauthorizationanddutiesfor theagentglayingdifferent
roles.

5.1 Corversations

Thesimplestkind of specialinstitutionis acorversation In fact,the Corelnstitutionaloneis

not sufficientto guarante¢hatthe ordinaryrulesof corversationsarefollowed.Considerfor

exampleanagent,a, makingto agenth arequesthatb is notwilling to acceptAccordingto

therulesof the Corelnstitution,agentb mayexplicitly refusethe requestHowever, no rule

bindsb to doso:b mightaswell keepsilent,thusleaving a uncertairaboutthe outcomeof its

requestin a humaninteraction failing to reactto arequesivould be consideredisbreaking
the ordinaryrulesof corversation\We believe thata similar ideashouldapplyto agents.

An Institution of Corversationamight be definedasfollows. A corversationis opened
by anagent,whenit addresseto oneor moreotheragentsheinvitation to join it in a new
conversation.The initiating agenttogethemwith the agentshatacceptits proposalbecome
the partners of the new corversation At any moment,a partneris authorizedeave the con-
versationpy doingso,it implicitly cancelsall theunsettcommitmentghathave beenmadein
the corversationandof which the agentis eitherthe debtoror the creditor The corversation
is implicitly closedwhenthelastpartnerdeavesit. Throughouta corversationgvery partner
may performany communicatre actauthorizedoy the Corelnstitution, but is subjectto the
following additionalrule:

Rule IC-1 everypartnerthatisinsertedasthedebtorin anunsetcommitmentwhosecreditor
is anothempartner mustexplicitly acceptor refusethe commitment.



This rule statesa duty thatall partnersmplicitly acceptwhenthey join a conversation.
Thetreatmensketchedabove is just oneof mary possibledefinitionsof a corversationFor
example onemaywantto allow any agentto join acornversatioratary momentevenwithout
aninvitation; or give specialauthorizationgo theinitiating agent(in this casetherole of the
initiator will be distinguishedoy therole of all otherpartners)In ary casethe pointis that
ary definition of corversationwill introducea specialinstitution that can be exploited by
agentdn theirinteractions.

E-businessrvironments]ik e electronicmarketplacesappeato be specificcase®f spe-
cial institutions.For example,an Englishauctionmay be viewed as a specialkind of con-
versation,in which additionalauthorizationsand dutiesare enforced.As developedso far,
however, the notion of aninstitutionis anabstractonceptwe now needto specifyhow in-
stitutionscanbe formally representedh computationakystemsAn interestingproposalin
this directionis putforwardby Estevaandcolleagueg7]. We think, however, thatthe notion
of anelectronidnstitutionproposedn [7] is too complex anddetailedto sere the purposeof
agenerabuilding block of agentsocietiesIn therestof this sectionwe presenanalternatve
treatmentwhich we regardasa suitablecomponenbf anagentinteractionframework.

5.2 TheStructue of Institutions

We think of aninstitutionasmadeup by four componentsa setof registration rules, a setof
interactionrules, a setof authorizationsandaninternal ontology.

Theregistrationrulesdefinethe procedurdor agentregistration.Whenanagentapplies
for registrationto an institution and the procedureis carriedout successfullythe agentis
assignedhrolein theinstitution.By thetermgroupwe referto thecollectionof agentdilling
therolesof aninstitutionatary particularmoment.

After registration,an agentmay interactwith the othermember=f the groupaccording
to role-dependeninteractionrules. Theserules can be viewed as a setof restrictions(i.e.,
permissionsand obligations)on the executionof the actionsfor which the agenthasthe
necessanauthorizationsFor example,agentcorversationprotocolsmay be regardedasthe
interactionrulesof aninstitutionof Corversations.

Which actionsmay be performedby anagent,dependingnits role in theinstitution, is
specifiedby the setof authorizationskFor example the authorization®f the Corelnstitution
specifywhich communicatre actcanbe performedn generaby anagent.

Finally, theinternalontologyaccountgor theinstitutionalfactsandeventsthataretypical
of theinstitution,andthereforedefinesthe new "reality” thatis introducedby theinstitution
itself. Theinternalontologythusprovidesfor the conceptuaframenork necessaryo define
the actionsthat may be performedwithin theinstitution. For example,the internalontology
of the Core Institution is the ontology of commitment,which allows for the definition of
communicatve acts.

Given that we are presentingan abstractmodel, we make no assumptionon how the
variouscomponent®f aninstitution arerealized.In general however, we expectthat such
ruleswill beimplicitly enforcedratherthanexplicitly represented-ereis apossibleway of
doingso:

e Rgjistrationandinteractionrulescanbe implementedy a collectionof protocols Fol-
lowing the protocolsensureshatthe institutionalrulesareobeyed.



e Authorizationscan be implementedby a library of role dependentctionsthat can be
performedby the membersof thegroup.Thelibrary is designedn sucha way thatif an
actionis availableto anagentplaying a givenrole, the authorizationsassociatedo that
role areimplicitly guaranteed.

A specificinstitution neednot implementevery componenbf the generalstructure For
example,the Corelnstitution canbe describedasfollows:

Rolesand registration rules Thereis only onerole, which we call spealer, and no regis-
tration rules, becausesvery agentis allowed to act asthe spealer of a communicatie
act.

Interaction rules Therearenointeractionrules.

Authorization Thesearestatedby RulesClI-1, CI-2 andCI-3 of Subsectior.1. Theseau-
thorizationsmay be implementedthrougha Communicatre Act Library like the one
sketchedn Subsectior.2.

Inter nal ontology Theinternalontologyis the ontologyof commitmentandmaybeimple-
mentedn termsof arepresentationf commitmentdsogethemwith asetof basicoperations
on sucharepresentation.

Another simple example of an institution is given by the Institution of Cornversations,
with a numberof rolesfor the partnersanda library of corversationprotocolsthat define
the dutiesof the partnersCornversationsare carriedout by performingcommunicatie acts.
This meansthat an agentplaying the role of a partnerin a corversationalsoplaysthe role
of the spealer in the Core Institution. This relation betweenthe two rolesis a caseof role
subsumptiona notionthatis clarifiedin the next subsection.

5.3 RoleSubsumption

Often,to playarolein aninstitutionanagenthasalsoto play somerole in anotheiinstitution.
Relationshipdetweerroles(within asingleinstitution)have beenalreadyanalyzedn thelit-
eraturejn particularby Estevzaandcolleague$7], whointroducedhetermrole subsumption
We definerole subsumptiorio be a staticrelationshipbetweerrolesof differentinstitutions,
whereby "static” we meanthatthe relationshipis part of the definition of the institution. If
role r; of institution 7; subsumesole r, of institution I, whenanagents registeredn I, to
play r; it is alsoregisteredin I, to play r,. Whenarole in institution I; subsumes role in
institution I, theinternalontologyandinteractionrulesof I, areimportedinto ;. By doing
so, a conflict may arise betweenlocal and importedauthorizationsand duties.We plan to
investigatenow suchconflictscanbe managedn the nearfuture. Note that, in generalthe
role of spealerin the Corelnstitutionis subsumedby all rolesthatrequireagentdo interact
via ACL messages.

6 RelatedWork

In the lastfew years,mary researcherbave becomeaware of the importanceof the social
dimensionof agentinteraction.As a first result,semanticof ACLs basedon mentalstates



[1, 2,14, 9] have beencriticized,andalternatve approachebave beenexplored.In particular
someresearcherfl7, 4] have proposedo basehesemanticef ACLsonsocialcommitment,
a conceptthat hasbeenalreadyexploited by Searle[15] in his speechacttheory thenrec-
ognizedascentralby WinogradandFlores[20] andlater discussedamongothers by Conte
andCastelfranch|5].

Theapproachebasedon commitmenthave the notableadvantageof providing a simple
andneattreatmeniof conceptdik e negotiation,agreemenand contract,which aregoing to
play a fundamentarole in agentinteractions.The importanceof theseconceptshasbeen
explicitly recognizedy FIPA in the Requesfor Informationissuedin October2001by the
TechnicalCommitteefor Semantic§10]. Examplesof how a commitment-basedCL can
be usedto negotiatecontractsarepresentedior example,by Dellarocad6].

Within the context of commitment-basesemanticsthis papemainly dealswith thecon-
ceptof institution. As we have alreadyremarled, the idea of an electronicinstitution has
beenalreadyput forward by Esteva andcolleagueg7]. However, in our definitionof anin-
stitutionwe have beenmainly influencedby Searle$ analysisof the "countsas” relationship
[16] andby JonesandSegot’s modelof institutionalizedpoower[12]. In fact,whatwe call an
"authorization”canbeviewedasa form of institutionalizedpower.

Recently Andrew Joneshasproposeda comprehensie modelof corventionalsignalling
acts,to beusedasa basisfor the definitionof an ACL [13]. Joness model,developedwithin
the EuropearprojectALFABIITE, providesfor analternatie to mentalisticACL semantics
thatis notbasedntheconcepbf commitmentWe planto analyzetherelationshipbetween
our approactandJoness proposaln the nearfuture.

7 Conclusions

The researctproposaloutlinedin this paperstartsfrom recognizingthatcommunications
aninherentlysocialactvity. Therefore aswe alreadysaidin the Introduction,an ACL can
only bedevelopedn thecontet of asufficiently rich agentinteractionframework, to beused
asthebasisof anagentsociety

It is temptingto view our proposallik e all similar efforts, asan effort to endav agents
with someform of "social intelligence’. We believe, however, thatagentresearctshouldnot
becomea slave of its own metaphorsin particular we would lik e to stressghatour proposal
makesno assumptionwhateser ontheintelligenceof individualagentsindeed,we regardan
agentsocietynot asa communityof intelligentartificial systemsput asan artifactby which
humanbeingstry to automatepartof their rationalsocialinteractions.

As it often happensn the mostadvancedareasof ComputerScienceyesearchs trying
to anticipateapplications.The mainrisk associateavith this style of work is thatproblems
aretackledin sucha way that solutionscannotbe easilytransferredo real applicationsin
our work, we try to avoid this pitfall. In particular we believe that agentmodelsoughtto
be formulatedwith a specialfocuson their operationalaspectsWe hopethatin this way
ideascanbe easilytransferredo the world of software practicein orderto createeffective
prototypesn reasonabléme.
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